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Предисловие

Глубокое обучение с  использованием многослойных нейронных се-
тей, натренированных на больших массивах данных с целью решения 
сложных задач обработки информации, считается наиболее успешной 
парадигмой в области машинного обучения. За последнее десятиле-
тие глубокое обучение произвело революцию во многих предметных 
областях, включая компьютерное зрение, распознавание речи и  об-
работку естественного языка. Оно находит все большее применение 
в здравоохранении, промышленности, коммерции, финансовой сфере, 
науке и многих других отраслях. Совсем недавно было установлено, 
что масштабные нейронные сети, также известные как большие язы-
ковые модели с количеством обучаемых параметров порядка трилли-
она, демонстрируют первые признаки общих свойств искусственного 
интеллекта. Сегодня они выступают в качестве основного движущего 
фактора крупнейшего в истории технологического прорыва.

Основные задачи этой книги
Рост популярности глубокого обучения сопровождается стремитель-
ным увеличением количества и  разнообразия научных публикаций 
в области машинного обучения наряду с ускорением инновационных 
процессов. Для новичков в этой области даже освоение базовых идей 
может показаться весьма сложной задачей, не говоря уж о переходе 
к  передовым научным исследованиям. Исходя из этого, книга «Глу-
бокое обуче­ние: принципы и  концепции» призвана обеспечить начи-
нающим специалистам в области машинного обучения, а также тем, 
кто уже имеет опыт работы в  этой сфере, глубокое понимание как 
фундаментальных идей, лежащих в  основе глубокого обучения, так 
и ключевых концепций современных архитектур и методов глубокого 
обучения. Этот материал поможет читателю получить крепкую осно-
ву для будущей специализации. В связи с масштабностью и темпами 
изменений в этой области авторы намеренно отказались от попыток 
составить всеобъемлющий обзор всех последних исследований. Вме-
сто этого значительная ценность книги заключается в представлении 
ключевых идей. Учитывая, что эта область, как можно ожидать, про-
должит свое стремительное развитие, эти основы и  концепции, по 
всей видимости, смогут выдержать испытание временем. Например, 
на момент написания книги большие языковые модели развивались 
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очень быстро, однако лежащая в  их основе архитектура преобразования 
и механизм концентрации внимания оставались практически неизменны-
ми в течение последних пяти лет, в то время как множество основных прин-
ципов машинного обучения хорошо известны на протяжении десятилетий.

Ответственное применение технологий
Глубокое обучение представляет собой мощную технологию с обширными 
возможностями применения. Она обладает огромным потенциалом для 
создания новых ценностей и  решения наиболее актуальных проблем со-
временного общества. Однако эти же качества обусловливают возможность 
преднамеренного злоупотребления глубоким обучением или причинения 
неумышленного вреда. Мы не стали обсуждать этические и  социальные 
аспекты использования глубокого обучения, поскольку эти темы настолько 
важны и сложны, что требуют более тщательного рассмотрения, чем это воз-
можно в подобном техническом издании. Вместе с тем рассуждения на такие 
темы должны опираться на глубокие знания об основах технологии и ее рабо-
те, поэтому мы надеемся, что эта книга станет ценным вкладом в подобные 
серьезные исследования. При этом мы настоятельно рекомендуем читателям 
не оставлять без внимания более широкие последствия своей работы и из-
учать вопросы ответственного использования глубокого обучения и искус-
ственного интеллекта наряду с изучением самой технологии.

Структура этой книги
Книга состоит из достаточно большого количества компактных глав, каждая 
из которых посвящена определенной теме. Книга построена по линейному 
принципу, поскольку каждая глава опирается только на материал, рассмот­
ренный в предыдущих главах. Она хорошо подходит для преподавания курса 
машинного обучения в течение двух семестров для студентов или аспиран-
тов, но в равной степени актуальна и для тех, кто активно занимается ис-
следованиями или самообразованием.

Четкое понимание принципов машинного обучения может быть достиг-
нуто только с помощью определенного уровня знаний математики. Говоря 
конкретно, в  основе машинного обучения лежат три области математики: 
теория вероятности, линейная алгебра и многомерный математический ана-
лиз. Книга обеспечивает последовательное введение в  необходимые кон-
цепции теории вероятности и включает приложение, в котором обобщены 
некоторые полезные практические методы линейной алгебры. Предпола-
гается, что читатель уже знаком с основными концепциями многомерного 
анализа, однако в приложениях есть вводные сведения по вариационному 
исчислению и методу множителей Лагранжа. Основное внимание в книге тем 
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не менее уделено донесению до читателя четкого понимания изложенных 
концепций с акцентом на методы, имеющие реальную практическую цен-
ность, а не на абстрактную теорию. Там, где это возможно, мы постарались 
представить более сложные концепции с нескольких взаимодополняющих 
точек зрения, включая текстовое описание, диаграммы и  математические 
формулы. Кроме того, многие обсуждаемые в тексте ключевые алгоритмы 
кратко изложены в отдельных врезках. Они не связаны с вопросами эффек-
тивности вычислений, но служат дополнением к математическим выкладкам 
в тексте. Поэтому мы надеемся, что материал этой книги окажется доступ-
ным для читателей с разным уровнем подготовки.

В концептуальном плане эту книгу, скорее всего, стоит рассматривать как 
продолжение книги «Нейронные сети для распознавания образов» (Neural Net-
works for Pattern Recognition, Bishop, 1995b), в  которой были впервые даны 
исчерпывающие сведения о нейронных сетях с позиций математической ста-
тистики. Ее также можно рассматривать как дополнение к книге «Распозна-
вание образов и машинное обуче­ние» (Pattern Recognition and Machine Learning, 
Bishop, 2006), в которой рассматривается более широкий спектр тем машин-
ного обучения, несмотря на то что она была написана до начала революции 
глубокого обучения. Вместе с тем, чтобы обеспечить самодостаточность этой 
новой книги, соответствующий материал был перенесен из книги Bishop 
(2006) и переработан так, чтобы сосредоточиться именно на тех основопола-
гающих идеях, которые важны при глубоком обучении. Это означает, что мно-
гие интересные темы в машинном обучении, рассмотренные в Bishop (2006), 
остаются интересными и  сегодня, но в  новой книге они не затрагиваются. 
Например, в Bishop (2006) довольно подробно рассматриваются байесовские 
методы, в то время как в этой книге они почти полностью исключены.

Справочная информация
Следуя принципу акцентирования внимания на ключевых идеях, мы не пы-
таемся представить всеобъемлющий обзор литературы, что в любом случае 
было бы невозможно с учетом масштабов и темпов изменений в этой сфе-
ре. Тем не менее мы приводим ссылки на некоторые важнейшие научные 
работы, а также обзорные статьи и другие источники для дополнительного 
чтения. Во многих случаях они также содержат важные детали практического 
применения, которые мы опускаем в тексте с целью не отвлекать читателя 
от обсуждения ключевых концепций.

На тему машинного обучения в целом и глубокого обучения в частности 
уже написано множество книг. Среди наиболее близких по уровню и стилю 
к этой книге можно отметить Bishop (2006), Goodfellow, Bengio and Courville 
(2016), Murphy (2022), Murphy (2023) и Prince (2023).

За последнее десятилетие специфика научной деятельности в области ма-
шинного обучения существенно изменилась: многие работы публикуются на 
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архивных сайтах до или даже вместо направления на экспертные конферен-
ции и в журналы. Самый популярный из таких сайтов – arXiv, что означает 
«архив», и доступен он по адресу https://arXiv.org.

Этот сайт позволяет обновлять статьи, что часто приводит к появлению не-
скольких версий в разные календарные годы, и это может привести к возник-
новению разночтений в отношении цитирования той или иной версии и того 
или иного года. Кроме того, на сайте имеется бесплатный доступ к PDF-фай­
лу каждой статьи. Поэтому мы используем простой подход – ссылаться на 
статью в соответствии с годом ее первой загрузки, хотя рекомендуем читать 
самую последнюю версию.

Статьи на arXiv индексируются с использованием обозначения arXiv:YYMM.
XXXXX, где YY и MM означают год и месяц первой загрузки соответственно. 
Последующие версии обозначаются добавлением номера версии N в форме 
arXiv:YYMM.XXXXXvN.

Упражнения
В конце каждой главы приводится подборка упражнений для закрепления 
ключевых идей, изложенных в  тексте, или для их углубленного анализа 
и  обобщения. Эти упражнения являются важной частью текста, и  каждое 
из них оценивается по степени сложности: от (⋆), обозначающей простое 
упражнение на несколько минут, до (⋆⋆⋆), обозначающей существенно более 
сложное упражнение. Настоятельно рекомендуется выполнять упражнения, 
поскольку активная работа с  материалом значительно повышает эффек-
тивность обучения. Решения всех упражнений доступны в виде PDF-файла, 
который можно загрузить с веб-сайта книги. 

Математические обозначения
Мы используем те же обозначения, что и в книге (Bishop 2006). Обзор мате-
матики в контексте машинного обучения представлен в книге (Deisenroth, 
Faisal and Ong 2020). 

Векторы обозначаются строчными полужирными латинскими буквами, 
например x, а  матрицы обозначаются прописными полужирными латин-
скими буквами, например M. Если не указано иное, предполагается, что все 
векторы являются векторами-столбцами. Надстрочный индекс 𝒯 обозначает 
транспонирование матрицы или вектора, так что xT будет представлять со-
бой строчный вектор. Обозначение (w1, …, wM) подразумевает вектор строки 
с M элементами, а соответствующий вектор столбца записывается как w = (w1, 
…, wM)T. Матрица тождественности M×M (также известная как единичная мат­
рица) обозначается IM, и, если нет двусмысленности относительно ее размер-
ности, она будет сокращаться до I. Ее элементы Iij равны 1, если i = j, и 0, если 

https://arXiv.org
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i ≠ j. Элементы единичной матрицы иногда обозначают как δij. Обозначение 1 
означает вектор-столбец, в котором все элементы имеют значение 1. Запись 
a ⊕ b обозначает конкатенацию векторов a и b, так что если a = (a1, …, aN) и b = 
(b1, …, bM), то a ⊕ b = (a1, …, aN, b1, …, bM). Запись |x| обозначает модуль (поло-
жительную часть) скаляра x, также известного как абсолютное значение. Мы 
используем запись det A для обозначения определителя матрицы A.

Запись x ∼ p(x) означает, что x выбирается из распределения p(x). Там, где 
возможны разночтения, мы будем использовать подстрочные индексы, как 
px(·), чтобы выразить, о  какой плотности идет речь. Математическое ожи-
дание функции f(x, y) относительно случайной переменной x обозначается 
𝔼x[f(x, y)]. В  ситуациях, когда нет двусмысленности относительно того, по 
какой переменной производится усреднение, суффикс опускается, например 
𝔼[x]. Если распределение x зависит от другой переменной z, то соответствую-
щее условное ожидание будет записано как 𝔼x[f(x)|z]. Аналогично дисперсия 
f(x) обозначается var[f(x)], а для векторных переменных ковариация записы-
вается как cov[x, y]. Мы также будем использовать cov[x] как сокращенное 
обозначение для cov[x, x].

Символ ∀ означает «для всех», так что ∀m ∈ ℳ обозначает все значения m 
в пределах множества ℳ. Мы используем ℝ для обозначения вещественных 
чисел. На графе множество соседних узлов i обозначается как 𝒩(i), которое 
не следует путать с  гауссовым или нормальным распределением 𝒩(x |µ, σ2). 
Функционал обозначается f [y], где y(x) – это некоторая функция. Понятие функ-
ционала рассматривается в  приложении B. Фигурные скобки { } обозначают 
множество. Запись g(x) = 𝒪( f(x)) означает, что |f(x)/g(x)| ограничено при x → ∞. 
Например, если g(x) = 3x2 + 2, то g(x) = 𝒪(x2). Обозначение ⌊x⌋ означает «нижнюю 
целую часть числа» x, т. е. наибольшее целое число, которое меньше или равно x.

Если имеется N независимых и одинаково распределенных (independent 
and identically distributed, i.i.d.) значений x1, …, xN D-мерного вектора x = (x1, 
…, xD)T, мы можем объединить эти результаты наблюдений в матрицу данных 
X размерности N×D, в которой n-я строка X соответствует вектору строк xn

T. 
Так, n, i элемент X соответствует i-му элементу n-го наблюдения xn и записы-
вается как xni. Для одномерных переменных мы обозначаем такую матрицу 
через x, т. е. вектор-столбец, n-й элемент которого равен xn. Обратите вни-
мание, что для обозначения x (размерность N) используется другой шрифт, 
чтобы отличить его от x (размерность D).
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