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вим это в следующих тиражах.

Нарушение авторских прав
Пиратство в интернете по-прежнему остается насущной проблемой. 
Издательство «ДМК Пресс» очень серьезно относится к вопросам за-
щиты авторских прав и  лицензирования. Если вы столкнетесь в  ин-
тернете с незаконной публикацией какой-либо из наших книг, пожа-
луйста, пришлите нам ссылку на интернет-ресурс, чтобы мы могли 
применить санкции.

Ссылку на подозрительные материалы можно прислать по адресу 
dmkpress@gmail.com.

Мы высоко ценим любую помощь по защите наших авторов, благо-
даря которой мы можем предоставлять вам качественные материалы.



Предисловие

Впервые проблема причинно-следственного анализа привлекла мое вни-
мание в 2016 году, когда я прочитал статью о причинности и совершенно 
ничего не понял. Заинтересовавшись этой экзотической темой, я прочи-
тал работы Джуды Перла (Judea Pearl). Поначалу я не думал, что с помо-
щью математических и статистических инструментов можно многого до-
биться в моделировании причинности. Но, продолжая читать, я понял, 
что причинность имеет большое значение с прикладной точки зрения.

В 2016 году я уже несколько лет работал специалистом по данным. 
Мне нравилось исследовать методы машинного обучения; это был 
новый мир, в котором мое техническое образование давало хорошее 
преимущество. Машинное обучение открыло двери в  различные от-
расли и компании, позволяя мне наслаждаться своей работой.

Между 2016 и 2018 годами я начал понимать, что прогресс в машин-
ном и особенно в глубоком обучении в значительной мере был достиг-
нут путем проб и ошибок, без глубокого понимания его внутренних ме-
ханизмов. Основное внимание уделялось вычислительной мощности 
и программированию, а не моделированию мира. Я не против такого 
подхода, но он не удовлетворял меня. В то же время я все глубже ис-
следовал область причинно-следственного анализа. С  каждым днем 
я обнаруживал, что все больше разделяю его цели – получение ответа 
на вопрос «почему» – и его методы, уделяющие большое внимание ста-
тистике и математике, но при этом включающие и программирование.

В конце 2018 года я решил взять годовой отпуск, чтобы вплотную 
заняться темой причинно-следственного анализа. Я  понял, что ком-
пании часто испытывают трудности с точной оценкой эффекта своих 
решений, и казалось неизбежным, что они быстро осознают необхо-
димость выявления причинно-следственных связей и создадут вакан-
сии для специалистов в этом направлении. Когда я обсуждал рабочие 
проблемы со своими коллегами, то заметил, что способен быстрее 
и точнее понять и проанализировать их проблемы, чем раньше. А на 
личном уровне изучение причинно-следственного анализа кардиналь-
но изменило мой взгляд на мир: я начал находить причинно-следствен-
ные связи во многих сферах жизни общества, включая здравоохране-
ние, экономику, журналистику, политику и т. д.

Приятно тратить время на получение новых знаний, которые мо-
гут принести мне доход, а также помочь лучше понять мир, в котором 
мы живем. С  2018 года я  объяснял основы причинно-следственного 
анализа на многих семинарах, занятиях, в статьях, а теперь и в этой 
книге! Каждый раз, когда я рассказываю об этой теме, я испытываю то 
же волнение, что и тогда, когда впервые ее открыл.
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О книге

Эта книга была написана и для начинающих, и для опытных специали-
стов по данным, для практиков и  исследователей машинного обуче-
ния, для аналитиков данных, экономистов и статистиков, желающих 
усовершенствовать процесс принятия решений с  использованием 
результатов наблюдений. Ее цель – дать вам прочную основу для при-
менения методов причинно-следственного анализа в  повседневных 
задачах. Она даст вам интуитивное понимание в выборе правильных 
инструментов, которое в сочетании с более формальным подходом га-
рантирует вам уверенность в своих действиях.

Предварительные требования
Для работы с книгой вам понадобятся базовые знания по следующим 
темам.

	� Теория вероятности:

	– основные формулы вероятности, такие как закон полной ве-
роятности и условные вероятности;

	– базовые распределения вероятностей, такие как гауссово 
и биномиальное;

	– как генерировать случайные числа с помощью компьютера.

	� Статистика:

	– линейная и логистическая регрессия;

	– доверительные интервалы;

	– рекомендуется: понимание основ A/B-тестирования и  ран-
домизированных контролируемых испытаний (как выполня-
ется распределение по группам и проверка гипотез).

	� Программирование:

	– базовые навыки программирования (чтение/написание 
простых  программ) как минимум на одном языке програм-
мирования, например Python, R или Julia.

	� Машинное обучение:

	– перекрестная проверка и настройка гиперпараметров;

	� рекомендуется: опыт работы с моделями машинного обучения, 
такими как kNN, случайные леса, бустинг и глубокое обучение.



Структура книги 
Книга разделена на три части. Часть I посвящена основам, необходи-
мым для понимания причин и следствий. Здесь вы узнаете, когда при-
менять причинно-следственный анализ; как определенные перемен-
ные, известные как искажающие факторы, могут затруднить анализ; 
и  как оценить причинно-следственные связи, устранив их влияние 
с помощью метода, называемого формулой корректировки.

	� Глава 1 представляет два способа причинно-следственного анали-
за на основе данных: с помощью экспериментов (этот способ еще 
называют A/B-тестированием, или рандомизированным контро-
лируемым испытанием) или без них. Здесь также объясняются 
риски анализа неэкспериментальных данных при наличии иска-
жающих факторов.

	� Глава 2 представляет формулу корректировки, которая оценива-
ет причинно-следственное влияние в неэкспериментальных дан-
ных путем устранения влияния искажающих факторов.

	� Глава 3 приводит примеры моделирования анализа с использова-
нием графов.

	� Глава 4 объясняет использование машинного обучения для рас-
чета формулы корректировки и показывает, как причинно-след-
ственный анализ может улучшить некоторые аспекты машинно-
го обучения.

В части II рассматриваются реальные проблемы, с которыми можно 
столкнуться при использовании формулы корректировки из части I.

	� Глава 5 рассказывает, как выявить нехватку данных в оценивае-
мом вами решении.

	� Глава 6 объясняет, как оценить причинно-следственные связи не-
прерывных переменных с помощью линейных моделей.

	� Глава 7 рассказывает, как с  помощью критерия обходного пути 
выбрать переменные для включения в  анализ, если причинно-
следственный граф слишком сложный.

	� Глава 8 описывает прием двойного машинного обучения (про-
двинутый метод оценки причинно-следственных связей) и дове-
рительные интервалы. В главе также объясняется, как их вычис-
лить с помощью пакета DoubleML.

В части III показаны дополнительные методы изучения причин и след-
ствий помимо формулы корректировки.

	� Глава 9 представляет метод инструментальных переменных, ис-
пользующий независимый источник вариации для оценки при-
чинно-следственной связи, и не требует знания каких-либо иска-
жающих факторов, влияющих на результаты.

	� Глава 10 обсуждает схему оценки потенциальных исходов – аль-
тернативу графовым причинно-следственным моделям.

	� Глава 11 объясняет методы, связанные со временем, часто ис-
пользуемые в экономике, такие как синтетический контроль, ме-
тод разрывной регрессии и метод сравнения разностей.
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Путь обучения и философия этой книги
Первым делом вы узнаете, как определить, что имеет место причин-
но-следственная проблема. Не каждый вопрос имеет причинно-след-
ственную связь, иногда просто нужно описать происходящее или 
предсказать, что произойдет в будущем.

Затем вы пройдете через этапы осмысления причинно-следствен-
ных вопросов, включая следующие важные идеи:

	� когда нужно провести эксперимент, когда использовать причин-
но-следственные связи, а когда – машинное обучение;

	� использование причинно-следственных диаграмм для представ-
ления происходящего в реальном мире;

	� использование этих диаграмм для четкого обозначения своих це-
лей, предположений, рисков, на которые вы идете, и что ваши 
данные могут и не могут вам рассказать;

	� проверка наличия всей необходимой для анализа информации 
(переменных) и выяснение, чего не хватает;

	� оценка причинно-следственных связей с использованием статис
тических методов и методов машинного обучения.

Различные стили обучения
Не все обучаются одинаково: кто-то предпочитает учиться на при-
мерах, другие заглядывают в код, а кто-то находит более ясными ма-
тематические выкладки. Я  включил в  книгу все три аспекта. У  вас 
может быть свой предпочтительный метод обучения, но я  предла-
гаю выйти из зоны комфорта и попробовать другие. Если вы легко 
читаете и понимаете математические формулы, то попробуйте при-
менить методы с  использованием синтетических наборов данных. 
И  наоборот, если вам больше нравится исследовать программный 
код, то попробуйте внимательно прочитать и осмыслить математи-
ческие доказательства. Чем больше точек зрения на этот материал 
у вас будет, тем лучше вы его поймете.

Когда я изучаю что-то новое, то следую подходу «сначала думай, по-
том читай». Далее я перечислю основные его положения для тех, кто 
захочет попробовать учиться так же, как я.

	� Увидев технический термин, я стараюсь самостоятельно вспом-
нить его определение и только потом заглядываю в книгу.

	� Если в  книге утверждается какой-то факт, например о  том, что 
искажающие факторы вызывают ложные корреляции, то я обду-
мываю его смысл, прежде чем прочитать объяснение.

	� Когда в книге говорится о математической идее, например о ли-
нейной регрессии, я  придумываю пример в  голове. Благодаря 
этому мои мысли начинают совпадать с тем, что я читаю.

Поначалу этот подход может показаться немного сложным, пото-
му чтение движется медленнее, но он очень помогает в долгосрочной 
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Конец ознакомительного фрагмента.
Приобрести книгу можно

в интернет-магазине
«Электронный универс»

e-Univers.ru
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